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Figure D.4.: Unloading slope USPM,4.75−1N (blue solid line) increase with respect to the
loading cycle with differently fitted trend lines. The RPI uses numerical averaging of all
data (orange dash-double-dotted line)9. Trend lines exclude O1 (dotted line) and O20.

The resistance against penetration increased within individual cycles with the indentation

force (sec. 2.1.2). Furthermore, LSPM,1−4.75N (Fig. D.3) and USPM,4.75−1N (Fig. D.4) were

non-constant and non-linear with respect to the cycle number O. Logarithmic trends fitted

perfectly for LS (R2
log,LS1−4.75N

= 0.994) and US (R2
log,US4.75−1N

= 0.995). Linear trend lines

fitted inferior (R2
lin,LS1−4.75N

= 0.869, R2
lin,US4.75−1N

= 0.919). The single value average LSRPI

and USRPI (horizontal lines) of the BioDent™ inadequately represented the data.

The shown sample 13 L 2 had its first cycle slopes fit well with the logarithmic trend lines,

while most samples had much lower LSO1 and USO1 values. This is thought to be due to the

initialization, and the not yet stabilized, crack growth in O1. In cycles 2−20 the additional

destruction achieved much better predictability. Therefore, the trend lines exclude cycle 1.

Cycle 20 was excluded in US due to smoothing technique limitations (p. 320).

9Similar to Fig. D.3, the horizontal fit represents the average of USPM,O and not of USRPI, which appears
to be 3.2 times higher (sec. 2.1.3).
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The increasing slopes over time can be explained by a number of effects:

• densification causes an increasing compression modulus,

• additional crack propagation gets more difficult in later cycles as more energy is

required to compress already damaged material, thus the easy penetration by further

destruction of material is reduced in later cycles,

• elastic recoiling effects by interstitial fluid may decrease with prolonged testing as

more fluid is pressed out already, thus the elasticity of the bulk material increases.

The effect of increasing resistance against penetration with ongoing indentation is more

pronounced in the loading slope than in the unloading slope. Between cycles 2 and 19 the

LS1−4.75N,13L2 increased by 43.1%, US4.75−1N,13L2 increased by 11.7%.

A limitation to the PM calculations was that LS1−4.75N and US4.75−1N were computed as

single averaging parameters in each cycle and not, as the earlier proposed, two or more

curve describing parameters — such as the 2nd derivative curvature k = ∆2F̂
∆ d̂2 or intercepts

(p. 309). It was not calculated, how curvature values behave in relation to individual

cycles. However, it is not expected that the principal logarithmic relation of LS1−4.75N

and US4.75−1N over time changes with modifications of the LS and US calculation methods

and additional derivative characterizing parameters.

In conclusion, the newly discovered cycle dependency of the load-displacement slopes

render any description of the loading and the unloading events with a single parameter as

inadequate. Instead, there should be more values computed, both within individual cycles

and spanning across all cycles. This single investment of theoretical analysis and pro-

gramming effort will pay off for researchers and clinicians world-wide in additional know-

ledge gain and precision for describing the material properties and damage characteristics

with BioDent™ equipment. Aref et al. (2013) recently found single cycle parameters to

differentiate better than the BioDent™’s all cycle averaging parameters.
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2.3. Comparative Qualitative and Quantitative Curve Sketching

With the raw load-displacement data of the BioDent™, curve sketching analysis was per-

formed (see e. g. Spivak & Pig, 1995). Fig. D.5 illustrates a number of specific load-

displacement curve characteristics. The first row shows the load over displacement graphs,

the middle row the first derivatives ∆F
∆d and the lower row the second derivatives ∆2F

∆d2 of

the load with respect to the displacement. The main features can be seen in the first cycle

loading (black) and the unloading (blue). Cycles 2−20 (grey) repeat these features but are

not necessary for understanding the following concepts.

In general, all these new concepts were developed with basic derivative mathematics (Spi-

vak & Pig, 1995), visual pattern recognition and subsequent proofing of yet undiscovered

prediction parameters. As Albert Einstein suggested: “You have to learn the rules of the

game. And then you have to play better than anyone else.”10

2.3.1. Smoothing and Normalization

For the following curve sketching graphics and calculations, the raw data were smoothed.

This was necessary because the original data are in the range of the displacement sen-

sor resolution (see the fixed displacement steps in Fig. D.2). Stepped data usually do

not severely affect averaging, but it obstructs numerical derivation. Therefore, smooth-

ing of the raw data was done by a so-called moving average over 51 original data points

around a center point11. First, second and third derivatives were calculated over 15 of these

smoothed data points.

10Potentially wrongly attributed to Albert Einstein.

11Other methods of smoothing, for example a wide one-dimensional Gaussian filter convolution, could
be more appropriate, but optimizing raw data smoothing algorithms was beyond the scope of this research.
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Data normalization was performed to compute most of the novel describing parameters.

Normalization of the displacement d to d̂ compensated for different sample stiffnesses,

respectively indentation resistances. Otherwise, increased indentation resistances lead to

over-proportionally increased derivatives, especially of the higher order derivatives ∆2F̂
∆ d̂2

and ∆3F̂
∆ d̂3 . Without numerical normalization, proper analysis allowing objective comparison

and judgement of the absolute derivative values is impossible. Normalization of the force

F to F̂ makes the calculations independent of the nominal loading force. Thus, these

methods are applicable in a variety of experimental set-ups without major adaptations.

Previous studies used loading forces of Fnom = 1.85N for mice (Randall et al., 2009),

Fnom = 5N for mice femora (Kennedy et al., 2012b) and rat vertebra bodies (Gallant et al.,

2012), Fnom = 5N for sheep in this study, Fnom = 10N for rat femora and dog ribs (Gallant

et al., 2012) and up to the machine’s own weight Fnom = 11N for human tibia (Diez-Perez

et al., 2010). In a range of ∆F = [1N, 95%×Fnom] the first cycle loading values FO1 were

normalized to ∆F̂O1 = [0, 1], the corresponding cycle 1 displacements dO1 were normalized

to ∆d̂O1 = [0, 1]. The normalized load was then numerically derived 3 times with respect

to the normalized displacement ( ∆F̂
∆d̂

, ∆2F̂
∆d̂2 and ∆3F̂

∆d̂3 ).

Novel quantitative parameters were created, based on the qualitative analysis of the load-

displacement curve sketching. These parameters describe certain indentation characteris-

tics and can be used for relative objective identification and automated application. Para-

meter values are subject to changes of the numerical methods of smoothing, normalization

range and derivation. However, due to the normalization of both involved data rows (d̂ and

F̂) the suggested absolute values will not change substantially and can be used as an initial

orientation in future implementations.
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Figure D.5.: Curve sketching of RPI raw data. Left column (A−C): representative normal
sample, middle (D−F): hump in cycle 1 (d1), right (G− I): wave patterns. Upper row
(A,D,G) shows load over displacement, middle row (B,E,H) the first derivative and the
lower row (C,F, I) the second derivative of the load with respect to the displacement. Small
letters mark specific curve characteristics to be explained in the text.
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2.3.2. Expected Curve Appearance

The first column (A−C) of Fig. D.5 shows a representative sample (13 L 2) of normal

appearance. At point a1 the indenter touched solid bone for the first time. In the load-

displacement-graph A this is seen as an abrupt change in slope. In the first derivative B this

shows up as a sudden, steep increase at b1. Derived twice C this is a steep peak c1 and steep

valley c2. The absolute height of the peaks b1, c1 and c2 depend on small differences in

the first micrometers of the indentation. As such, they are of huge random variation and of

no particular interest. Furthermore, the absolute values of peaks and valleys there depend

hugely on the method and width of smoothing of the original data. As well the resolution

of the load sensor, the displacement sensor as well as their measuring frequency plays

significantly into the absolute values of peaks and valleys in these graphs. No emphasis

should therefore be given to peak and valley values — however, their mere existence and

their placement in time and on the displacement scale are hugely important.

In the representative normal sample, the loading slope at a2 was relative straight. How-

ever, straightness shall never be judged based on a non-derived graph. The nearly straight

a2-section derived into a consistently increasing slope b2, thus proving that a2 increased

its slope permanently. This means that the resistance of the material against penetration

increased the further the probe indented the bone. As mentioned earlier (sec. 2.1) this

is unavoidable, but acceptable — as long as a sufficient number of sufficiently complex

parameters are computed to characterize this behaviour adequately12.

12Basically the principle of Occam’s Razor: Cut away any excess and leave (or introduce) the necessary.
Or as Albert Einstein puts it: “It can scarcely be denied that the supreme goal of all theory is to make
the irreducible basic elements as simple and as few as possible without having to surrender the adequate
representation of a single datum of experience”, from The Herbert Spencer Lecture “On the Method of
Theoretical Physics” held in Oxford, 1933.
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The increasing slope of a2 and b2 derived a second time resulted in the plateau c3 with

absolute values close to zero: ∆2F̂1−4.75N,O1

∆d̂2
1−4.75N,O1

≈ 0. This indicated that the stiffness of the first

loading cycle increased, but linearly and not of higher order (see p. 310).

As a measure of how constant the slope increased in a3, the standard deviation σ of the

third derivative in this area c3 should be quite small as well: σx ≈ 0 with x = ∆2F̂1−4.75N,O1

∆d̂2
1−4.75N,O1

.

In comparison to the relative high rising slope b2, the neighbouring sample 5 L 5 in E shows

a nearly constant slope at e2.

The phenomenon of non-constant slopes is even more pronounced in the unloading curves

as seen clearly in section b3 as well as in the other samples (E, H). Based on a qualitative

and quantitative curve sketching analysis of the load-displacement derivatives, condensing

all loading slope information into a single LS parameter is bound to lead to some inaccu-

racy. But condensing the even more complex unloading slope information into one single

US parameter seems unjustifiable.

2.3.3. Loading Curve with Humps

The second column (D−F) of Fig. D.5 shows indent 5 L 5. This indent had a major hump

in the first cycle. These humps are suspected to originate from material inconsistencies

and occurred in 6 out of 81 indents (≡ 7.4%) for which the raw data were available. Either

new material grew in layers over older material or there was a cavity in the old material

close to the surface that collapsed during indentation. Graphically this emerges as a single

prolonged hump d1 in the load-displacement curve D. Humps like this may not be obvious

to the human operator. However, an unobtrusive hump still derives mathematically into

specific patterns. Humps leave a deep, long pit at the beginning of the bone contact, seen at

e1 in comparison to b1−b2. The hump is also seen in the second derivative as an unusually
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high peak f1, where it should normally smooth from the first negative peak c2 into a steady

line c3. Whereas most of these characteristics are detectable for an experienced user —

given that the derivative graphs are given — computers recognize patterns only if they are

taught to do so. In order to yield neutral and comparable indicator values for differently

set-up experiments, the data require a normalization over the force range (p. 320) for most

parameter calculations. Suggestions to detect humps are:

• The 1st and 2nd derivative curves should be displayed additionally during the testing

procedure beside a representative, normal graph for comparison. At the moment

only the load-displacement graph is shown with no derivative and no comparison.

• Humps seemed to produce around 3% increased average slopes of normalized data

of the loading of cycle 1: L̂SO1 =
∆F̂1−4.75N,O1

∆d̂1−4.75N,O1
> 1.030. An ideal elastic material

would produce L̂SO1 =
∆F̂1−4.75N,O1

∆d̂1−4.75N,O1
= 1.000. This indicator also increased in many

samples with wave interferences. Thus it can indicate that something on an indent

went wrong, but it is not a very specific indicator for the detection of humps.

• The standard deviation of the first derivative of the loading slope can be calculated.

If humps are present, the standard deviation is usually higher than 20% of the mean

slope. This calculation works both for the raw data slope as for a normalized deriva-

tive: σLS/LS > 20% with LS =
∆F̂1−4.75N,O1

∆d̂1−4.75N,O1
or with LS =

∆F1−4.75N,O1
∆d1−4.75N,O1

.

• The 2nd derivative (curvature) is more hump sensitive than the 1st derivative. The

average curvature is negligible for normal curves: k̂1−4.75N,O1 =
∆2F̂1−4.75N,O1

∆d̂2
1−4.75N,O1

≈ 0,

while k̂1−4.75N,O1 > 0.5 indicates humps.

• Humps are characterized with high fluctuations in the 2nd derivative, so the 2nd

derivative standard deviation σk with k =
∆2F̂1−4.75N,O1

∆d̂2
1−4.75N,O1

gains high values. The

increased curvature mean and the increased curvature standard deviation can be
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multiplied to one single parameter. The higher the resulting product, the more likely

the individual indent had a hump. This was the most promising method to identify

humps and was therefore named the hump number (see below).

• A different approach for hump detection is the use of integration instead of deriva-

tion. The integral area below the load-displacement curve is calculated at the moment

as the energy dissipation ED. Humps change the load-displacement curve by one

main kink, so they increase the area below the curve. Currently the ED is averaged

over the cycles 1− 20. Humps occur mainly in the first cycle, so a split of the cur-

rent EDO1−20 into an EDO1 and EDO2−20 may be useful. A ratio of EDO1
EDO2−20

� 1.0

indicates an unusually high first cycle ED caused by a hump. This was not tried out,

as ED values were not available for individual cycles and a numerical integration of

the load-displacement data was beyond the scope of this analysis. Nevertheless, if

these parameters would be calculated, they are expected to identify humps.

• Normal indentation curves show linearly increasing slopes with constant, slightly

positive curvatures k. Humps increase the mean curvature (Fig. D.5 f1). If force and

displacement are normalized to ∆F = [1N− 95%Fmax], then a linear slope results

in a constant integral area under the curve of
∫

1

0
F̂1−4.75N,O1 ∆d̂1−4.75N,O1 = 0.5 13.

The lower this integral is below 0.5, the higher the curvature and the higher the

probability for a hump. This parameter was not computed in this work, as it was

seen beyond the scope of this analysis. However, it is proposed to be a useful hump

detection parameter. On the other hand, this integral might not be much more than a

reciprocal representation of the curvature in the normalized graph. So it is expected

to possess approximately the same hump predicting power than a purely curvature-

13The area of a rectangular triangle with catheti of 1.
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derived parameter. The scope of this section was to explore possible parameters, not

to check each of them explicitly for their usability and power of hump detection, as

such, this question cannot be answered here.

• Another proposed hump detecting factor would be the ratio of the two parameters

First Cycle Indentation Distance ID 1st to the Total Indentation Distance T ID. The

closer this ratio is to 1.0 the more likely humps affected the curve. Most curves

with humps showed ID1st
T ID > 0.890. While some indents that met this criterion did

not show an obvious hump in their curve. It is presumed that these had newer and

softer tissue layers on their periosteal surface rather than a collapsing structure. As

such, this ratio could be an indicator — but not a very hump specific one. For future

studies, it might be of interest to look at the morphological structure and tissue age

of indents indicated by this ratio, which do not show other hump indicators.

• The loading slope LS1−4.75N,O1 can be extrapolated from the logarithmic fit of the

other cycles LS1−4.75N,O3−20 (p. 317). For first cycle humps, the load-displacement

curve gets considerably flatter and the measured loading slope is lower than predicted

from extrapolation. A high difference LS1−4.75N,O1,predicted− LS1−4.75N,O1,measured

indicates material inhomogeneities, such as humps, even if they are absolutely indis-

cernible to the human eye in derivative charts.

Additionally, the slopes of any cycle can be predicted from the logarithmic trend

data and compared against its measured value to reveal information about inhomo-

geneities in any cycle (e. g. the drop in cycle 15 in D.4). This can be gained by

calculating the standard deviation of the difference of the predicted and measured

slopes σx(O3−20) with x(O3−20) =
∆F̂1−4.75N,O3−20,predicted

∆d̂1−4.75N,O3−20,predicted
− ∆F̂1−4.75N,O3−20,measured

∆d̂1−4.75N,O3−20,measured
for LS and

similarly for US.
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sample1
potential hump detection parameters graph

ID1st
T ID L̂S σL̂S

σL̂S/L̂S k̂ σk̂

∣∣∣k̂×σk̂

∣∣∣ hump stiffens

explanation p.327 p.325 p.325 p.325 p.325 p.326 p.328 2 p.324

max. value >0.89 >1.03 >0.2 >20% >0.5 >2.0 >0.5<-0.2

5 L 5 0.902 1.075 0.24 21.8% 0.70 1.30 0.91 yes
17 L 4 0.901 1.308 0.52 39.8% 1.09 3.60 3.91 big
17 L 5 0.891 1.024 0.25 24.6% 0.89 1.69 1.51 big
6 T 2 0.902 1.067 0.28 25.9% 0.88 0.65 0.57 yes
17 T 3 0.887 1.034 0.21 20.3% 0.60 1.06 0.63 yes
6 T 1 0.624 1.055 0.31 29.7% -2.14 6.89 14.73 small
51 T 1 0.843 1.018 0.12 11.8% -0.48 2.60 1.25 long
13 T 1 0.848 1.019 0.15 14.4% -0.37 2.89 1.07 yes
6 L 1 0.896 1.015 0.18 17.9% 0.52 0.70 0.36 small
46 L 1 0.908 1.016 0.16 15.6% 0.46 0.54 0.25 long yes
13 T 3 0.881 1.025 0.16 15.9% 0.37 0.95 0.35 small
17 T 4 0.867 1.013 0.14 13.9% 0.18 1.14 0.20 small
17 L 3 0.869 1.017 0.14 13.2% 0.14 1.37 0.19 small
13 T 2 0.866 1.015 0.14 13.5% 0.03 1.71 0.05 small

indicated (total) 14 8 9 7 11 9 14

correct (hump) 4/5 4 4 5 5 6 3 6 8
correct (stiffens) 3/6 4 1 1 1 3 1 2 7

fp3 (wavy) 3 3 3 1 2 5 6
fp3 (rest) 0 5 0 0 0 0 0 0

fn3 (hump) 4 4 3 3 3 5 2
fn3 (stiffens) 4 6 6 6 4 6 5

Table D.5.: Potential of new parameters to detect humps or severe material stiffening during
the first indentation cycle. All parameters from O1 except T ID. Bold numbers: amount of
indents identified correctly.

1 L: longitudinal testing direction, T: transverse testing direction.
2
∣∣∣k̂×σk̂

∣∣∣ is the novel parameter hump number (p. 328).
3 fn: false negative, fp: false positive.
4 ID1st/T ID identified 4 indents not listed: 1 with a small hump and 3 which stiffened slightly.
5 ID1st/T ID did indicate 0 indents wrong on bone, but 13 on PMMA.

Hump Number. The most promising parameter for the detection of humps was called the

hump number. The hump number was defined as the absolute value of the product of the

mean of the 2nd derivative times the standard deviation of the 2nd derivative:

hump number=
∣∣∣k̂O1×σk̂O1

∣∣∣ with: k̂O1 =
∆2F̂1−4.75N,O1

∆d̂2
1−4.75N,O1

.
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The higher the hump number, the higher the likelihood that an individual indent had a

hump. Indents with humpnumber > 0.5 always showed loading oddities and identified all

indents with major humps in the data set (Table D.5). No false negative indents, with visual

hump but humpnumber < 0.5, were found. On the contrary humpnumber > 0.5 detected

6 false positive indents, however, all 6 indents had severe wave interference and exceeded

the scattered jerk criterion (p. 332) already.

It is strongly advised that one or more of these parameters be included in future versions

of the BioDent™.

Humps may be irritating at first sight, but they can still provide profound scientific value.

The occurrence of humps indicates fast growing tissue, resorption cavities or other voids.

Even if humps cannot — due to their low incidence — be used solely as indicators of

bone condition, they could be used as factors contributing to the overall judgement of bone

strength and disease progress. It is not sure if including hump-skewed parameters into

the statistics is beneficial or not. Either hump presence itself is indicated by one of the

proposed novel indicators and the individual indent is excluded precautionary or they are

not excluded but their averaged parameters are influenced and shifted in a direction to judge

bone strength anyway. This leads to the tragedy of humps: “To be excluded, or not to be

excluded: that is the question14”.

14Freely adapted from Shakespeare, W. ≈1603. The Tragedy of Hamlet.
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2.3.4. Wave Interference

The third column of Fig. D.5 (G–I) shows another abnormal feature: wave interference.

This appeared in 11 out of 81 indents (≡ 13.6%) for which the raw data were available.

Sample 17 L 1 (G–I) is one of the more severe examples, where the wave interference can

be seen already pronounced in the raw load-displacement graph both in the loading (g1)

and the unloading (g2) and throughout all 20 cycles. The hump sample 5 L 5 (Fig. D.5,

D–F) showed a fast frequency pattern of ≈ 160Hz ( f2) with small amplitude, that did not

appear to affect the results. Various explanations for wave interference exist, but a definite

reason has not been identified:

1. Electronic interference. Between the peaks of the interfering wave pattern were

≈ 50 data points. With a testing frequency fnom = 2Hz and a sampling frequency

fsampling = 2000
cycle = 4000Hz, this resulted in an overlying frequency ≈ 80Hz. It is

thus unlikely to arise from electronic interference from the 25% slower American

mains frequency of 60 Hz.

2. PID controller’s Eigen frequency. An unfortunate pairing of sample and set-up

stiffness against the PID controller’s Eigen frequencies could potentially lead to

severe interference patterns. However, then this phenomenon should appear on the

majority of similar samples in this set-up, but it would be unlikely to appear on the

PMMA control material due to the stiffness shift. However, 3 of the wave cases

were on a PMMA block. Furthermore, nobody would design a system that regularly

operates in a stiffness range that coincidences with the system’s PID controller15.

Thus, accidental PID controller interference might theoretically cause these patterns,

15Obviously, one can design an unstable control loop. However, the result is likely to be so disastrously
unstable that either a) the user would interfere very quickly and improve something or b) the sample or some
other set-up component will fail.
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but such severe PID controller problems would not be expected to occur in such a

device, neither would it be likely to be close to instability, while never crossing the

line into fatal instability.

3. Superficial dirt. There might be sticky dirt on the tip of the probe, causing these

wavy patterns. However, if the surface stickiness would be enough to produce

measurable effects, it should mainly affect the retraction of the probe but not the

indentation. While the wave patterns here are seen both in the unloading and the

loading. Thus, dirt on the probe tip is unlikely the reason for these waves.

4. In depth dirt. Dirt in the thin space between probe and reference probe could cause

a slip-stick effect. Slip-stick is caused by the difference in static friction and kinetic

friction. However, slip-stick during the unloading with a pulling force on the probe

would very likely still result in movement in one direction. While the wavy inter-

ference in some samples was so severe, that the probe during the unloading pull out

motion of the indenter even moved down the probe. Furthermore, a slip-stick effect

that occurs in the first cycle due to friction between probe and reference probe would

likely change quickly once the dirt in the gap would touch the bone surrounding

media causing some lubricating effect. The wave patterns here are seen throughout

all 20 cycles, as well as appearing for individual samples or in groups of up to 4

samples in a row. Thus, a slip-stick friction effect of dirt inside the reference probe

seems unlikely.

5. Structural vibration. The most likely explanation for these interferences seems to

be from outside the RPI set-up, probably by mechanical vibration of the surrounding

building structure caused by heavy machinery. However, it was not possible to test

this hypothesis as there were no contemporary error recognition algorithms available,

as these patterns only attracted attention in the post-experimental raw data analysis.
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The 1st derivative of the load-displacement curve m̂ = ∆F̂
∆d̂

indicates linear changes of the

slope over time, the 2nd derivative k̂ = ∆2F̂
∆d̂2 removes linear effects and indicates if the slope

increased quadratic over time. The 3rd derivative removes quadratic slope effects and leaves

disturbances with high jerk, such as overlying (sine-)waves (e. g. i1 & f2 in Fig. D.5). To get

a single indicator parameter for wave disturbance, the standard deviation of the jerk σ ĵ with

ĵ = ∆3F̂
∆d̂3 was computed. Higher order derivatives are increasingly prone to discontinuity

influences from the original curve (Spivak & Pig, 1995), so the displacement range of the

jerk computation, derived from the previous force range of ∆F = [1N− 95%Fmax] was

reduced by ≈ 12% from each side. Jerk mean values were normally close to zero: ĵ ≈ 0,

more interesting, however, were scattered jerks with high σ ĵ.

Scattered Jerk Criterion

Normal indents had standard deviations of the (normalized) jerk of: σ ĵ = 6 . . .9. The

subgroup of indents with high wave interference on the other hand, always exhibited a

high standard deviation of the jerk: σ ĵ> 15.

Application of this criterion to the data set (n = 81) identified 11 indents, of which 10 had

severe wave interferences (Tab. D.6). The 11th was not a total false positive, but gained its

jerk from a big hump in O1 and was an exclusion candidate already. There was one false

negative sample, that had slight wave patterns but was not detected by this novel criterion.

Due to its excellent ability to indicate wave interference (more then 80% of incidents iden-

tified successfully), the criterion σ ĵ > x was named the scattered jerk criterion. In this

work x = 15 was used successfully to identify most cases of severe wave interference. The

threshold value x of the scattered jerk criterion varies with the specific methods and condi-

tions of the calculation (e. g. smoothing and the normalization range), while the calculation

principle stays the same.
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sample1
wave parameters

graph
ĵ σ ĵ

1

explanation p. 332 p. 332 p. 330
maximum value >15

5 T 1 -5.77 56.86 very wavy
5 T 2 -2.59 26.47 very wavy
5 T 3 -1.82 32.50 very wavy
17 L 1 -2.05 35.13 very wavy
17 T 5 1.14 21.46 very wavy
P1.4 -5.09 46.38 wavy
P2.1 -0.48 32.14 wavy
P2.2 0.34 32.08 wavy
P2.3 -1.26 34.57 wavy
6 T 1 16.13 45.15 small waves2

6 T 2 0.84 11.16 fn wavy
17 L 4 -14.15 73.86 fp not wavy, big hump

indicated (total) 11

correct 10 11

false positive (humps) 1
false positive (rest) 0

false negative (wavy) 1

Table D.6.: Individual microindents with wave behaviour. The scattered jerk criterion
(σ ĵ > 20) successfully identified 10 indents with wave interference (bold numbers), failed
to identify 1 (fn) and identified 1 wrongly (fp) out of a data set of 81 indents. Parameters
were calculated for first cycle.

1 σ ĵ is the novel scattered jerk criterion (p. 332).
2 L: longitudinal testing direction, T: transverse testing direction, P: PMMA.

A significant part of the data sets was affected by wave interference (11 out of 81,≡ 13.6%)

(Tab. D.1), we therefore advise that keeping jerks in mind would significantly increase the

quality of the measured data. The scattered jerk criterion is seen as the most powerful

indicator to identify unwanted periodic interference.
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2.3.5. Force as a Quality Indicator of the PID Controller

The aforementioned jerk can be a quality indicator for issues that presumably arise outside

the RPI. There could be further parameters to identify issues generated by the BioDent™

itself. The main task of a PID controller is to follow a given input curve as closely as

possible. The second task of a correctly set PID controller is not to over-react and overshoot

and cause fluctuations from the requested input curve.

At the moment there is only one parameter to indicate a correct loading and correct fol-

lowing of the desired force curve: the Average Maximum Force Fmax. However, Fmax aver-

ages the force, so positive and negative fluctuations are cancelled out. Fmax indicated, at the

pseudo-load controlled BioDent™ (Sec. 5.4.2), if the probe length was not compensated

correctly for in the load-displacement adjustment table. This can lead to severe disturbance

of the true force from the desired theoretical curve, that the high fluctuations also caused

the averaging Fmax to decrease substantially. Therefore, Fmax can be an indicator of severe

loading issues, but small discrepancies are not detectable.

To create a meaningful parameter to judge the PID influence and effectiveness, a measure

of the deviation should be computed. Any square function of the difference of the real

force against the theoretical force should be effective, for example the standard deviation

σ(F̂real−F̂theory)
. This would enable an objective judgement about how well the indentation

force followed the theoretical force. Such a factor can span over all cycles, as inaccuracy

behaviour of the PID controller is not expected to change during different stages of the

test. However, oversteering would be not specifically pronounced in such a factor. Over-

steering usually occurs with high frequencies, so derivatives of the difference of the real

force against the theoretical force ∆(F̂real−F̂theory)

∆d̂
should show this well. Again, a single fac-

tor indicating any oversteering could be the standard deviation of this difference series:
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σ(∆(F̂real−F̂theory)

∆d̂

). Potentially the standard deviation of the second derivative of the force

differences σ(
∆(F̂real−F̂theory)

2

∆d̂2

) would be an even more favourable parameter due to increased

sensitivity for high frequencies in higher order derivatives. For any derivatives of force

over displacement, it would be advisable to normalize both force and displacement as oth-

erwise the material’s resistance against indentation would influence the absolute values of

the derivatives. The force could get normalized from ∆F = [0N,Fmax] to ∆F̂ = [0, 1] 16.

The displacement d, however, should get normalized for the stiffness that the PID con-

troller experiences. The stiffness that the PID controller is subjected to is dependent on the

resistance of the material against penetration, the nominal testing force Fnom, the indenta-

tion frequency fnom and, in the case of a software-based PID controller, on the sampling

frequency fsampling. Thus, it is not exactly clear how a normalization before derivation

should be designed, respectively, to which values a normalized force should be derived

with respect to. Deriving the force with respect to the time could work. A different pos-

sibility could be a derivative with respect to the single data points — basically the most

simple numerical derivative: by subtraction of one data point from the previous one. Any

of these suggestions could produce a solid parameter to control the quality and the cor-

rect setting of the PID controller, a parameter independent of material stiffness, testing

frequency, maximum force and sampling frequency.

The PID controller is dependent on the actual force, e. g. it could work fine near Fcur ≈ 0N,

but could produce inconsistent results around the maximum force Fnom. Thus, it should be

considered, splitting PID control parameters into fixed force ranges, for example:

∆Flow=[−∞, 10%×Fnom], ∆Fmedium=[10%, 90%]×Fnom and ∆Fhigh=[90%×Fnom,+∞].

16Normalized force values F̂ > 1.0 then occur regularly for forces above the maximum force Fmax, this
might initially confuse human operators, but the pure mathematics mentioned here still work.
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The mentioned parameter calculi for a PID controller control are only proposed here but

were not tried out. This was due to the fact that the desired theoretical loads were not

exported beside the real loads in the BioDent™ data set and therefore not available for

computation. However, the BioDent™ software has both these data sets and could calculate

such values. Furthermore, the internal structure of the PID controller is not known so an

independent and comparable parameter describing the quality of the PID controller cannot

be suggested with certainty here. However, it is strongly recommended to introduce a

somehow normalized parameter to enable human end-users and the machine itself to judge

on erroneous PID performance to interfere and improve the situation.

2.4. The Energy Dissipation ED is Unreasonable

The parameter Energy Dissipation ED in this application was defined as the area under

the force-displacement curve. As such ED was supposed to result in something similar to

toughness measurements from established mechanical tests. Unfortunately, this is wrong17.

2.4.1. What is Dissipated Energy?

The term energy in physics is associated with the energy unit Joule (J) 18. In fracture mecha-

nics, however, the term “energy” is not measured in an expected physical energy unit in

Nm. This is due to the linguistic inaccuracy of not mentioning to what that energy is nor-

malized. Any fracture mechanics parameter, related to strength or toughness, including

fracture energies, are normalized to a dimension of length, area or volume.

Table D.7 lists common measures of strength and toughness.

17“Science is the belief in the ignorance of experts.” (Feynman, 1969)

18Respectively 1Nm = 1J.
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parameter unit includes normalized to destruction

ED=

∫
dT ID

0
F dd N·m T ID - , 1 undefined

σultimate =Fmax/A N/mm2 Fmax: max. load A: sample area 100%, 2

ε f =
l f−l0

l0
m/m l f : failure length l0: effective length 100%

H = Y ∗ F/A N/mm2 Y : form factor, 3 F : indentation load
small, 5

A: indent area, 4

HRC =100− h
0.002mm - h: indent depth

load: F = 1373N
small, 5

δtip = 120◦

ac = W/A Nm/m2 W : failure energy A: sample area, 6 100%

γwo f =

∫
ε f

0
σ dε0

σ = F/A
A: sample areaN/m2 ε = d/l0 l0: effective length

100%
ε f : failure strain

KI = Y σ
√

πa N/m3/2 σ = F/A A: sample area
infinitesimal

Y : form factor
√

a :
√

crack length/2

GIc = JIc = K2
I/E

A: sample area
N/m KI

√
a :
√

crack length/2 infinitesimal
E: Young’s modulus

Table D.7.: Measures of strength and toughness. ED: Energy dissipation from RPI tests.
σultimate: ultimate strength. ε f : failure strain. H: Hardness. HRC: Hardness Rockwell
Cone. ac: Impact toughness or impact strength from Charpy impact test. γwo f : work of
fracture. KI: stress intensity factor, fracture mode I (p. 212). GIc: critical strain energy
release rate to grow a thin crack in fracture mode I. JIc: J-integral. ED is the only para-
meter of strength or toughness that is not normalized to any dimension of the damage.

1 Tip geometry is constant. Indent area increases with T ID, which is not normalized for.
2 Equals 100% destruction in a force controlled test.
3 For example: the form factor for Vickers Hardness is Y = 0.1891.
4 Requires optical measuring of the indent area A. A can be calculated from the indent

depth and the tip geometry (e. g. in nanoindentation).
5 The T ID is most similar to H and HRC.
6 Normalized to the cross-sectional area sometimes to the thickness at the notch.
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2.4.2. The Issues with ED

The ED suffers from a fundamental mistake. Toughness and strength related parameters are

based on area normalized stresses σ = F/A, complete failure of the sample (ε f , σultimate,

ac, γwo f ), damage area A or failure depth h (in H, HRC) or on the crack length 2a (in

KI , JIc). ED does not include any normalization to a stressed area, volume or depth and

therefore also lacks the vital base for comparison. The RPI damages some amount of

material however, the ED does not include the amount of damage.

The design mistake of the ED can be explained easily: Toughness parameters are related

to the area under the loading curve, but they are not the same. The γwo f is even defined as

the area under the stress-strain curve, but stress and strain are hard to compute for the RPI.

The volume of destruction increases non-linearly due to the conical probe geometry.

The demonstrated lack of sense and sensitivity of the ED is indicated also in the literature:

not a single RPI publication mentioned significant ED values. In fact, ED never got any

attention, while it was a standard computed output parameter. Hereby, I propose that ED

values were never mentioned and discussed in the published literature because ED never

gained statistical significance or because the statistically significant relations could not be

explained (Feynman, 1974).

One issue of the current ED parameter gets apparent in a simple example. High toughness

is related to high toughness parameter values19. In a sample with a hump (Fig. D.5 D)

due to a weak structure, the loading curve stretches towards higher displacement. A hump

therefore increases the area under the force-displacement curve and — if the rest of the

19For example, KIc of concrete is ≈ 100× lower than from steel. Based on personal experience it is much
more difficult to destroy the same amount of steel than of concrete.
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curve stays similar — subsequently increases the ED and not, as assumed, decreases the

ED. Indeed for half of the hump samples (p. 328) the ED increased by up to +50%.

In a second example, we imagine an indentation force Fnom increased from 5N to 6N. A

higher force value would increase the ED as the area under the force-displacement curve.

How could an increase in ED, caused by indentation force, be interpreted?

1. The sample is tougher, because tougher materials show higher toughness values.

2. The sample is weaker, because weakening humps cause ED increase.

3. The ED change means nothing at all. Toughness is a property of the material in itself

and should be widely independent from changes in the measurement settings.

Unfortunately for the ED, the third interpretation is most reasonable.

2.4.3. Toughness Parameter Suggestions

The current ED is an insufficient parameter due to the lack of normalization to the amount

of damage. Computing toughness parameters, like KI , GI and γwo f (p. 337), is linked to

issues inherent to reference point indentation itself. The main issues and potential solutions

for novel toughness parameters are:

• Unknown amount of damage. A fundamental issue of toughness measurement via

RPI testing is the lack of a clear indicator for the amount of destruction at any given

time point. KI and GI incorporate the crack length 2a, however, RPI does not provide

one such parameter. A proxy parameter for crack length could be:

1. Indentation Distance Increase IDI. IDI measures the depth difference from

Fmax,O1 to Fmax,O20 and excludes the first loading to Fmax,O1.
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2. Total Indentation Distance TID. T ID takes the damage during the first cycle

loading into account, that the IDI does not. However, the T ID also includes

soft tissue of the periosteum and could be prone to non-bone influences.

3. Novel parameter that includes stiffness. The T ID includes the last cycle

unloading distance USO20×Fnom, which originates from elastic recoiling rather

than from crack propagation (Fig. 5.4). The IDI on the other hand, both

neglects O1 damage and falsely includes O20 elastic recoiling. The distance

of crack propagation may be more accurately described by a recoiling free new

parameter Plastic Deformation Depth that would

be T ID based: PDDT ID = T ID− Fnom
USO20

or IDI based20: PDDIDI = IDI− Fnom
USO20

+ Fnom
LSO20

and a toughness parameter: KIc,RPI = Y σ
√

π×PDD/2

with the form factor Y depending on the RPI technique and the probe geometry.

4. Unknown strain ε . It is impossible to define a nominal strain ε in RPI testing,

due to the complex destruction situation and the lack of a defined strained vol-

ume. Furthermore, there is no complete failure of entire samples so the failure

strain ε f is undefined. An energy integral, based on the complete failure, similar

to γwo f =

∫
ε f

0
σ dε is not possible for RPI. Any RPI derived toughness para-

meters must be normalized to infinitely small crack progression rather than a

counting sum up to the non-existing full sample failure.

• Unknown real stress. The real stresses in RPI are non-trivial due to the conical

indenter. However, RPI does not even use an approximation to convert forces Fcur

into stresses σcur. Solution approaches could be:

20Note that PDDT ID and PDDIDI result in comparable but not identical values. To limit O1 soft tissue
influences, LSO1 for PDDIDI may be calculated in a smaller force range ∆F = [50%,95%]×Fnom (p. 310).
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1. Interestingly, Sneddon (1965) developed an analytical solution for the contact

of a rigid, friction-free, conical indenter and an elastic half-space. Test probe

tip angle δ = 90◦ (p. 187), current indentation depth T IDcur and current force

Fcur result in the real contact radius as: rcontact = 2/π · tan(δ/2) ·T IDcur; the

real, current, contact area: Acur = r2
contact×π; the indented material’s stiffness:

E = π

2 tan(δ/2) · Fcur
T ID2

cur
and the contact stress distribution in dependence of the

radius r as: p(r) =− E ·T IDcur
π rcontact(1−ν2)

· ln
(

rcontact
r +

√( rcontact
r

)
2−1

)
.

2. Oliver & Pharr (1992; 2004) formulated the theoretical background of nanoin-

dentation, that would be applicable to RPI as well.

3. An analytical solution for the real stressed area may suffice well. For more

detailed investigations into the complex damage patterns (Fig. 5.3) finite ele-

ment modelling (FEM) could be useful.

Most indentation techniques use sharp tips, while the tip of the BioDent™ is

rounded, so the above solutions will require modifications.

• Fracture initiation and fracture progression. Toughness values KIc can be calcu-

lated for the damage initiation period O1− 3 (Fig. 2.2) separately from KI for the

propagation period O4−20.

• Logarithmic increase in LS or US as toughness proxy. The increase of LS and US

provide insight into crack propagation (p. 317). Once initiated, the crack propagation

is predictable during the later cycles (Fig. D.3 & D.4). An analytical solution for this

effect is lacking.

Despite some uncertainties, designing novel toughness-related parameters is imaginable.

Which analytical solution is most sensible remains to be proven in future work.
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Normalizing the force values Fcur by the effective area Acur to the effective compres-

sion stress σcur is both achievable and possible. A benefit of stress values compared to

force values is, that the loading curves are easier to interpret. The “stiffness” LS and US

increased both with the indentation depth and the force (Fig. D.5 B). However, as the mate-

rial evidently gets more and more destroyed, a “stiffness” should decrease. The stiffness

increase of the F-d-curve is an illusion of the ignored indentation area Acur that increases

with the square of the indentation depth T ID. In a stress-based σ -d-loading-curve the

decrease in stiffness is a measure of the damage.

Changing the loading curve from F-d to σ -d will have consequences on most sections

of this appendix, the associated chapter 5, as well as on the entire BioDent™ device, its

software and any of its results. Furthermore, the design and validation of novel toughness

parameters require attention as well. All these implications will require effort, but will be

useful.

The difference between the realization of the existence of flaws in ED and other RPI para-

meters compares to the presentation of a sensible, novel, toughness related parameter like:

“Errors, like straws, upon the surface flow;

He who would search for pearls, must dive below.”21

Unfortunately, the complete development and validation of an analytical solution resulting

in the best possible, novel, sensible, useful, RPI based toughness parameter is beyond the

depth of this study.

21Dryden, J. 1677. All for Love.
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2.5. Potential of Novel RPI Parameters

All the above mentioned novel parameters and improvements of existing parameters show

great promise to improve the value of the BioDent™ instrument significantly for research

and for clinical use. As this was not discovered before, a patent should be filed. It fulfils

all requirements of patentability:

1. It is novel. Nobody else did it before. Otherwise it would be either a) included in

the BioDent™’s software or b) published recently.

2. It is useful, applicable and saleable. The device is on the market, the market is

growing, increased sensible data from each test are highly valuable. Indicators of

measurement quality and of occurring errors in real-time are vital.

3. It is inventive and non-obvious. According to the European Patent Convention

(EPC) Article 52(1), patents require an inventive step and must not be obvious to

a person skilled in the state of the art. This can be proven simply by the fact that

world-wide there have been some estimated 30−50 scientists and engineers working

on and with this machine and yet none of them came up with these ideas in the last

5 years, which indicates that the ideas here may not be trivial.

However, the European Patent Convention mentions in Article 52(2) EPC that “discoveries,

scientific theories and mathematical methods” are not patentable. As such, any patent on

these subjects may not be legally filed in Europe. However, as the American patent law

covers a wider range of subjects — including software patents22 — a patent might be

feasible there.

22However, Donald Knuth (2002) states “I am against patents on things that any student should be
expected to discover. There have been an awful lot of software patents in the U.S. for ideas that are com-
pletely trivial, and that bothers me a lot.”
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Much more helpful, flexible and trustful for the end user side, however, would be an Open

Source solution. For example the entire output parameter computation can be programmed

in MatLab and compiled into executable (.exe) files that can be run from within the Bio-

Dent™ software but also independently.

Any of the above mentioned ideas and concepts, developments and improvements regar-

ding reference point indentation testing may be actually practically useful — independent

of any claims or the way of claims toward their content. As well these ideas should be

treated independently from any of the scientific results in this work23. All technical sug-

gestions above are strongly recommended for any future developments on the BioDent™

device itself and for any further RPI experiments.

23Feynman (1974) referred to early rat experiments in mazes, which showed few clear results. Young
(1937) discovered that rats orient and find food behind specific doors on a corridor by the look of the door,
the smell of the food, the light arrangement of the laboratory and the sound of the flooring. “He discovered
all the things you have to do to discover something about rats.” However, his work was not considered in
subsequence research, “because he didn’t discover anything about the rats.”
Thus, the analytical content of this chapter cannot and must not be mixed up with the resulting data from the
initial experiment on animal tissue.
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